Foundations of Machine Learning Homework 4

Bayesian Classification

Exercise 1 : Probability Basics (Conditional Independence)

There are eight boxes containing different colored balls as shown in the illustration below:
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The balls can be green, blue, yellow, or red (also marked a, b, c, d in the figure). When picking one of the
eight boxes at random, let A refer to the event “box contains a green ball,” B to the event “box contains a
blue ball,” C to the event “box contains a yellow ball,” and D to the event “box contains a red ball.” Hence,
AN B is the event “box contains both a green and a blue ball,” etc.

(a) Calculate P(A), P(B), P(C), and P(D).
P(A)=P(B)=PD)=42=1,PC) =2
(b) Calculate P(ANB), P(ANC), P(BNC(C),and P(BN D).

Answer

P(ANB)=P(BNC)=P(BND)=2=1P(ANC) =+

(c) Check all that apply:

The events A and B are statistically independent.
[] The events A and C are statistically independent.
[] The events B and C are statistically independent.
The events B and D are statistically independent.

Answer

A and B are independent because P(A)P(B) = P(A N B) (or, equivalently, P(A) = P(A | B)).
The same holds for B and D.

(d) Calculate P(A | C), P(B|C),and P(ANB | C).
Answer

P(A|C)=4,P(B|C)=3 P(ANB|C) =4

(e) Calculate P(B | D), P(C' | D),and P(BNC | D)
Answer

P(B|D)=%=3,P(C|D)=%5=1P(BNC|D)=1.

(f) Check all that apply:



[] Theevents A and B are conditionally independent given C'
The events B and C' are conditionally independent given D.

Answer

Since P(B | D)P(C | D) = P(BNC'| D), the events B and C' are conditionally independent
given D.

Exercise 2 : Bayes’ Rule

A hospital database contains diagnoses (C1 ... Cs) for 8 patients along with binary observations of
symptoms Sj . .. So:

Patient Diagnosis Symptoms

S1 Sy S3 Sy S5 Se ST Ss Sy
1 Ch 1 0 1 0 1 o 0 0 0
2 Cy 0 1 0 1 1 0 1 0 O
3 Cs 1 0 1 0 o0 1 0 1 0
4 Cy 0 1 0 1 1 0 1 0 0
5 Cs 1 0 1 o 0 o0 o 1 0
6 Cs o o0 o0 o 1 0O 0 0 1
7 Cs 1 0 1 0 o 1 0o 0 O
8 Co 0 1 o o0 o0 o 1 0 0

(a) Compute based on the database the prior probabilities P(C;) for each diagnosis.

Answer

P(C1) =4%=0.125
P(Cy) =2=1=025
P(Cs5) =2=0375
P(Cy) =1%=0.125
P(Cs) =1%=0.125

(b) Compute based on the database the posterior probabilities P(C; | S4) for each diagnosis.

Answer

First, compute P(S4|C;), i =1,...,5:

P(SalCy) = 355 = 0.0
P(S4]Ch) = EES) = 0.5
P(S4|C5) = 30 = 0.0
P(S4lCy) = 3550 = 1.0
P(S4]C5) = E8i0%s) — g

P(C5)



Then, compute the a-posteriori probabilities P(C;|Sy), i =1,...,5:

P(C1lSs) = ;’?i%()éf%gifcj) - é-0+i~%+é§~%+§-1+§-o =7=0
P(GIS) = z?ifif()éf;%('(sji)cj) - §-0+i-$+i§.~%+§-1+go - % =3
P(Cs|Ss) = ?i%()éf)(%(lgz)cj) - §-0+§-§+§%+§-1+§-o - % =0
P(CilSy) = ?if%<)éf>(%<|§f|)cj> - é-oﬁ-%éé%-w;o - % = %
P(Cs5|51) = ?i%()é};)(%gjcj) - g-oﬁéél(()wgwgo - % =0

Exercise 3 : Naive Bayes

Given is the following dataset to classify whether a dog is dangerous or well-behaved in character:

Color Fur Size Character (C)
brown ragged small well-behaved
black ragged big dangerous
black smooth big dangerous
black curly small well-behaved
white curly small well-behaved
white smooth small dangerous

red ragged big well-behaved

(a) Determine the parameters P(A;) and P(Bj=, | A;) for a Naive Bayes classifier on this dataset.

Answer

Class priors:
P(C=well-behaved) =
P(C=dangerous) =

0 I

Attribute-value probabilities given class:



Attribute  Value (x;) Class (c;) P(Bj=z, | Ai)

Color brown well-behaved % =0.25
Color brown dangerous 0.00
Color black well-behaved i =0.25
Color black dangerous 2=10.66
Color  white well-behaved =025
Color white dangerous % =0.33
Color red well-behaved i =0.25
Color red dangerous 0.00
Fur ragged well-behaved % = 0.50
Fur ragged dangerous % =0.33
Fur smooth well-behaved 0.00
Fur smooth dangerous % =0.66
Fur curly well-behaved % = 0.50
Fur curly dangerous 0.00
Size small well-behaved % =0.75
Size small dangerous =033
Size big well-behaved 1=025
Size big dangerous % = 0.66

(b) Classify the new example x = (black, ragged, small) using your Naive Bayes classifier.

Answer

For reduced verbosity, let the following events be defined: A; = (C=well-behaved),
As = (C=dangerous), B; = (C=black), By = (C=ragged), Bs = (C=small).

With the Naive Bayes assumption we have:

P(A1)-P(B1,B2,B3|A
P(Al | BlaBQ7B3) = ( 11)3(3(1,}527233)3‘ .

NB  P(A)II5_, P(BjlA1)

1 P(A)TTZ, P(BjlA:)

and equivalently for Ao; The denominator in both cases is:
(P(Ay)-P(B1 | A1) - P(Ba | A1) - P(Bs | A1) +

(P(A2)- P(By | A2) - P(Bz | A2) - P(B3 | A2)) = (7-5-5-3) +(3-3-5°3) =6 + 5

43
55 ~0.085

Hence, we get:

411
P(A1 | Bi, B, By) = T2t = 35 ~ 0.628
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Thus, A; is more likely under the Naive Bayes assumption.



