
Natural Language Processing July 1, 2025

Lab Class NLP:V

By June 30, 2025, solutions for the following exercises have to be submitted: 1, 2, and 3.

Exercise 1 : Text Representation: Bag-of-Words

The lecture introduced Bag-of-Words (BoW) model as a simple text representation technique.

(a) What is the main assumption of the BoW model?

(b) Consider the following document collection D of 4 documents:

d1: not bad good film d3: good film bad plot
d2: good film good plot d4: not good bad film

Create a BoW representation of the document collection D. Which document is the most similar to
the document d1 based on the BoW representations of the documents?
Hint: you don’t need to calculate the cosine similarity, just compare the resulting representations.

(c) You want to use the BoW representation to train a model for sentiment analysis (e.g., classifying
movie reviews as positive or negative). Do you think the BoW representation is suitable this task?
Use your BoW representation of the document collection D to support your answer.
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Exercise 2 : Text Representation: Term Weighting tf · idf

The lecture introduced tf ·idf as a measure to evaluate the importance w of a term t in a document d ∈ D as:

w(t) = tf (t, d) · idf (t,D)

(a) What is measured by tf (t, d) and idf (t,D) in the equation above? How are they calculated?

(b) Consider the following document collection D of 8 documents:

d1: bad bad fast cat d5: job big big cat
d2: run unix cat job d6: kill big big job
d3: big big big cat d7: unix job run cat
d4: big cat big kill d8: big cat big cat

(b1) Calculate the idf value for each term in the document collection D. Which term (or terms) have
the highest idf value in this collection? Report the words and their idf values.

(b2) The query q = big cat is run against the document collection D. Rank the documents
according to the weighted sum of tf · idf values for the query terms:∑

t∈q
w(t) =

∑
t∈q

tf (t, d) · idf (t,D)
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Exercise 3 : Lexical and Distributional Semantics

Answer the following questions:

(a) What is the name of the lexical semantic relationship between the word chair and the word
furniture?

(b) Suppose you are building a question-answering system. Using an example, explain why it is
important for your system to be able to identify this kind of relationship (between chair and
furniture).

(c) What is meant by the distributional hypothesis in lexical semantics?

(d) Name one lexical semantic relationship that is easy to identify using distributional word
representations, and one that is hard to identify this way.

(e) What are the characteristic features of a representation of a word in a distributional semantics? Give
a formula which you can to predict word meaning similarity from the distributional representations
of the words.
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