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MOTIVATION

− Large amounts of unstructured textual data available
− Efficiently classify documents using active learning
    → Use querying to select instances for labelling 
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MOTIVATION

− Large amounts of unstructured textual data available
− Efficiently classify documents using active learning
    → Use querying to select instances for labelling 

Core-Set (Sener and Savarese [2018])
− Diversity-based query strategy using point distances
− Originally for Computer Vision
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MOTIVATION

− Core-Set shows mixed results in text classification
    (Ein-Dor et al. [2020], Prabhu et al. [2021], Liu et al. [2021])

− Mixed results in CV tasks with higher dimensions and higher class numbers
    (Sinha et al. [2019])
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TEXT CLASSIFICATION

Idea: Assign a category or class to document or piece of text.

− Subfield of NLP (Natural Language Processing)
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TEXT CLASSIFICATION

Idea: Assign a category or class to document or piece of text.

− Subfield of NLP (Natural Language Processing)

Applications:
− Spam filtering (binary)
− Sentiment analysis
− News and content categorization (multi-class)
− Information retrieval, document summarization,...
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ACTIVE LEARNING

− Subfield of machine learning
− Classifier performs queries on an information source

− Reduce total amount of annotated data
− Large amounts of unlabeled data
− Manual labeling is expensive
− Limited annotation resources
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ACTIVE LEARNING
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Source: Burr Settles. Active learning literature survey. Computer Sciences Technical
Report 1648, University of Wisconsin–Madison, 2009.
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ACTIVE LEARNING
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Source: Burr Settles. Active learning literature survey. Computer Sciences Technical
Report 1648, University of Wisconsin–Madison, 2009.

− query strategy decides which 
     instances to select for labeling

− selecting informative instances
     important for model’s success
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CORE-SET

− Used as a pool-based query strategy
− Introduced in 2017 by Sener and Saverese

− Deep learning domain
− Originally developed for CNNs
− Computer vision tasks

− Also applied to text classification tasks
− BERT-based AL (Ein-Dor et al. [2020], Prabhu et al. [2021])
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CORE-SET

− diversity-based approach
− selects subset of instances that best cover the total dataset
− k-Center problem solved using greedy approach
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CORE-SET
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CORE-SET
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Source: Ozan Sener and Silvio Savarese. Active learning for convolutional 
neural networks: A core-set approach. 2018.
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CORE-SET: RECENT RESEARCH

− Mixed results when applied to text classification tasks
    (Ein-Dor et al. [2020], Prabhu et al. [2021], Liu et al. [2021])

− Mixed results in CV tasks with higher dimensions and higher class numbers
    (Sinha et al. [2019])
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APPROACH

1. Dimensionality Reduction

2. Uncertainty-Based

3. Class Balance-Based
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DIMENSIONALITY REDUCTION APPROACH

− Core-Set may suffer from higher dimensionality (Sinha et al. [2019])
− Phenomenon known as “curse of dimensionality” 

Techniques to transform data from high to lower dimension
− Linear techniques

− PCA, LDA, NMF etc.

− Non-linear techniques
− Isomap, TSNE etc.
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DIMENSIONALITY REDUCTION APPROACH
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UNCERTAINTY-BASED APPROACHES

Least Confidence (Lewis and Gale [1994])
− Select instances with lowest classification certainties

Breaking-Ties (Luo et al. [2005])

− Select instances with smallest margin between most likely classes
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UNCERTAINTY-BASED APPROACHES

Least Confidence (Lewis and Gale [1994])
− Select instances with lowest classification certainties

Breaking-Ties (Luo et al. [2005])

− Select instances with smallest margin between most likely classes
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UNCERTAINTY-BASED APPROACHES

“Weighted Core-Set”
− Compute BT scores using class label probabilities

− Use weights to combine BT scores with CS distances

“Re-ranked Core-Set”
− For a sample of size n, compute Core-Set of size 2n

− Take n best BT scores
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WEIGHTED CORE-SET
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RE-RANKED CORE-SET
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CLASS BALANCE-BASED APPROACH

− Attempt to balance class distribution in Core-Set
− Classes are more balanced if normalized entropy is closer to 1
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CLASS BALANCE-BASED APPROACH
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Source: https://en.wikipedia.org/wiki/Binary_entropy_function
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RESEARCH QUESTIONS

1. Can we use dimensionality reduction to improve Core-Set for text
    classification tasks?

2. Can we improve Core-Set using an uncertainty-based approach?

3. How do class imbalances impact Core-Set’s performance?
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EXPERIMENT: DATA

Movie Review Dataset (Pang and Lee [2005])
− Sentiment analysis dataset (binary classification)
− 10,662 movie reviews

AG’s News Dataset (Zhang et al. [2015])
− Multi-class news dataset
− 127,600 news articles

TREC Dataset (Li and Roth [2006])
− Question classification
− 6,000 questions

27



Bachelorseminar | Investigating Core Set-based Active Learning for Text Classification

Text Mining and Retrieval Group

EXPERIMENT: CLASSIFIERS

− BERT (Bidirectional Encoder Representations from Transformers)

− SetFit (Sentence Transformer Fine-tuning)
− Based on sentence transformers 
− Fine-tuned using contrastive representation learning
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EXPERIMENT: SETUP

− BERT (Bidirectional Encoder Representations from Transformers)

− SetFit (Sentence Transformer Fine-tuning)

− 20 queries on 25 instances
− 5 runs of queries per combination of dataset, model, and query strategy

− Query strategy baselines: Random Sampling, Breaking-Ties, Core-Set
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EXPERIMENT: RESULTS (BERT)
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EXPERIMENT: RESULTS (SETFIT)
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EXPERIMENT: RESULTS
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EXPERIMENT: RESULTS
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EXPERIMENT: RESULTS

− Core-Set underperforming in early iterations with BERT
− Minor improvements with dimensionality reduction and uncertainty weights
− Re-ranked core-set especially effective on TREC
− Uncertainty-based approach generally performant in all instances
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EXPERIMENT: OUTLOOK

− Examine class-balanced Core-Sets
− Consider other dimensionality reduction techniques

− Effect of reducing to different dimensions

− Combining different approaches (reduction, probabilities, class balances)
− Examine effect of hyperparameters when performing reduction
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CONCLUSION

Experiment
− Using dimensionality reduction with Core-Set
− Examined Core-Set in conjunction with pointwise probabilities
− 2 models (BERT, SetFit), 3 datasets

Findings
− Minor improvements of Core-Set in nearly all cases
− Re-ranking improves Core-Set’s efficiency
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IMPLEMENTATION DETAILS

− NumPy https://numpy.org/
− Scikit-Learn https://scikit-learn.org/stable/
− Matplotlib https://matplotlib.org/
− Small-Text https://github.com/webis-de/small-text
− HuggingFace https://huggingface.co/SetFit
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IMPLEMENTATION DETAILS
t-SNE hyperparameters:
− No. of components:2
− Perplexity: 30
− No. of iterations: 1000
− Initialization Method: PCA

Model Names:
− BERT-base-uncased
− Paraphrase-MPNET-base-v2
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